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Basic definitions
Definition: Let  be a random vector in , its cumulative distribution function is defined as X = (X1, …, Xp) ℝp

FX : ℝp → [0,1], (x1, …, xp) ↦ ℙ(X1 ≤ x1, …, Xp ≤ xp) .

Definition: Let  be a sequence of random vectors in , and let  be a random vector in . We say that 
 converges to  


- In distribution: if  for every continuity point  of  (noted )


- In probability: if for all ,  (noted )


- Almost surely: if  (noted ).
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Remark: Convergence in law does not require that all random variables be defined on the same probability 
space.



Convergence in distribution
Theorem (Portmanteau): The following statements are equivalent


- 


- For every bounded continuous function , 


- For every bounded Lipschitz function , 


- For every nonnegative continuous function , 


- For every open set , 


- For every closed set , 


- For every Borel set  such that , .

Xn
d X

f 𝔼[ f(Xn)] → 𝔼[ f(X)]

f 𝔼[ f(Xn)] → 𝔼[ f(X)]

f lim inf
n→∞

𝔼[ f(Xn)] ≥ 𝔼[ f(X)]

O ⊂ ℝp lim inf
n→∞

ℙ(Xn ∈ O) ≥ ℙ(X ∈ O)

F ⊂ ℝp lim sup
n→∞

ℙ(Xn ∈ F) ≤ ℙ(X ∈ F)

B ℙ(X ∈ ∂B) = 0 ℙ(Xn ∈ B) → ℙ(X ∈ B)



Exercice: Show that  does not always imply .Xn
d X Xn − X d 0

Exercice: Show that  i.f.f. .δxn

d δx xn x



Fourier transform

Definition: Let  be a random vector in . The characteristic function of , denoted by , is the Fourier 

transform of its distribution and is defined by 


X ℝp X φX

∀t ∈ ℝp, φX(t) = 𝔼[e i⟨t,X⟩] = ∫ℝp

e i⟨t,x⟩ dPX(x)



Proposition: Let  be random vectors in  with characteristic functions . We have:


- 


- For all ,  and 


-  is uniformly continuous


- For any  and , 


- 


- If  then . Moreover, for any multi-index  with , 


- The converse of the previous point is false, but still: If  admits a derivative of even order  at , then  has finite absolute moments up to order $p$


- If  admits a density with respect to Lebesgue measure, then 


- If , then  admits a continuous bounded density  and 


-  and  are independent if and only if 


- If  and  are independent, then .

X, Y ℝp φX, φY

φX = φY ⟺ PX = PY ⟺ X d= Y

t |φX(t) | ≤ 1 φX(0) = 1

φX

A ∈ ℝp×p b ∈ ℝp φAX+b(t) = φX(ATt) e i⟨b,t⟩, ∀t

φ−X(t) = φX(−t) = φX(t), ∀t

𝔼(∥X∥p) < + ∞ φX ∈ Cp m = (m1, …, mp) |m | ≤ p φ(m)
X (t) = i|m| 𝔼(Xme i⟨t,X⟩)

φX p 0 X

X φX(t) → 0 as ∥t∥ → ∞

φX ∈ L1 X f f(x) =
1

(2π)p ∫ℝp

e−i⟨t,x⟩ φX(t) dt

X Y φ(X,Y)(s, t) = φX(s) φY(t), ∀(s, t)

X Y PX+Y = PX * PY, and φX+Y = φX φY



Exercice: Compute the Fourier transform of the standard normal distribution on  with density 

, 


and deduce the Fourier transform of a general Gaussian distribution  on  with density


ℝ
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2 )
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Hint: You can try to find an ordinary differential equation satisfied by the characteristic function.



EQ: CV in distribution - CV Fourier transform
Definition: A family of random vectors  is said to be uniformly tight if for every  there exists  
such that .

(Xα)α∈A ε > 0 M > 0
sup
α∈A

ℙ(∥Xα∥ > M) ≤ ε

Prohorov's Theorem:


- If , then  is uniformly tight.


- If  is uniformly tight then there exists a random vector  and a subsequence  such that .
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Levy’s Theorem:   

- If , then 


- If there exists  continuous at  such that , then there exists a random vector  such 
that  and .
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(t) φX(t), ∀t

φ 0 φXn
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φ = φX Xn
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Example: Weak law of large numbers 

Let .  Then  if the characteristic function  is differentiable at  and 

.  

X1, …, Xn
i.i.d.∼ X X̄n =

1
n

n

∑
i=1

Xi
d μ φX 0

φ′￼X(0) = iμ

Remark: if , the strong law of large numbers guarantees that the convergence happens a.s. (but it 
is harder to prove).

X ∈ L1

Example: Central limit theorem 

Let  with .  Then X1, …, Xn
i.i.d.∼ X 𝔼(X) = 0,𝔼(X2) = 1. n X̄n

d 𝒩(0,1) .


